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ABSTRACT. Color quantization (CQ) is a fixed-rate vector quantization developed for color
images to reduce their number of distinct colors while keeping the resulting distortion
to a minimum. Various clustering algorithms have been adapted to the CQ problem
over the past 40 years. Among these, hierarchical algorithms are generally more
efficient (i.e., faster), whereas partitional ones are more effective (in minimizing
distortion). Among the partitional algorithms, the effectiveness and efficiency of the
Lloyd (or batch) k -means algorithm have been shown by multiple recent studies. We
investigate an alternative, lesser-known k -means algorithm proposed by Jancey,
which differs from Lloyd k -means (LKM) in the way it updates the cluster centers
at the end of each iteration. To obtain a competitive color quantizer, we develop
a weighted variant of Jancey k -means (JKM) and then accelerate the weighted
algorithm using the triangle inequality. Through extensive experiments on 100 color
images, we demonstrate that, with the proposed modifications, JKM outperforms
LKM significantly in terms of efficiency without sacrificing effectiveness. In addition,
the proposed JKM-based color quantizer is as straightforward to implement as the
popular LKM color quantizer.
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1 Introduction
Color images have become ubiquitous over the past 20 years.1 These images often contain a great
many colors, posing a challenge to display, store, transmit, process, and analyze them. Color
quantization (CQ) is an image processing technique designed to reduce the number of distinct
colors in a color image while preserving its visual quality.2 By reducing the number of colors in
an image, CQ can generate replicas that are difficult to distinguish from the original.

CQ is composed of two subproblems:3 (1) palette design and (2) pixel mapping. The former
subproblem is concerned with choosing a limited set of colors, called the color palette, to re-
present the colors of the input image. This subproblem is usually formulated as a large-scale
data clustering problem,4 which is computationally hard in most settings.5 On the other hand,
the latter subproblem involves mapping each pixel in the input image to its nearest palette
color, which can be solved exactly using a simple linear-time algorithm. Thus, the vast majority
of the CQ literature deals with the palette design subproblem, which is also the main focus of
this paper.
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CQ originally aimed to overcome the color depth limitations of early color display devices.2

Although 24-bit color displays have become prevalent, CQ is still used in many visual computing
applications, including6 non-photorealistic rendering, image matting, image dehazing, image
compression, color-to-grayscale conversion, image watermarking/steganography, image seg-
mentation, content-based image retrieval, color analysis, color-texture analysis, saliency detec-
tion, and skin detection.

CQ algorithms can be categorized in various ways based on their palette design phase.
For example, color palettes can be designed to be image-independent or image-dependent.7

An image-independent palette is a universal color palette designed to represent a variety of
images. In contrast, an image-dependent palette is a custom color palette designed to represent
the color distribution of a specific image. The majority of CQ algorithms belong to the latter
category. CQ algorithms can also be categorized based on the clustering algorithm5 used in
their palette design phase. Many clustering algorithms have been adapted to the palette design
subproblem over the past 40 years.6 Hierarchical clustering algorithms find nested clusters in
a top-down or bottom-up manner. On the other hand, partitional clustering algorithms discover
clusters simultaneously without imposing a hierarchical structure on the data. Hierarchical algo-
rithms dominated the early CQ literature mainly due to their efficiency. The more recent liter-
ature, however, focuses primarily on partitional algorithms that promise greater effectiveness at
the expense of more computation.

Among the many partitional algorithms used for palette design, the Lloyd (or batch) k-means
algorithm8–11 has been shown to be both effective and efficient by multiple studies.12–20 The
most comprehensive study among these was conducted by Celebi and Pérez-Delgado,20 where
the authors determined that a variant of Lloyd k-means (LKM) proposed by Celebi15,16 was one
of the best among 21 CQ algorithms published between 1980 and 2022. In fact, this k-means–
based CQ algorithm has been independently integrated into the Android Open Source Project
(available at Ref. 21).

In this paper, we investigate a lesser-known (at the time of this writing, Lloyd’s paper11 has
been cited over 20,000 times, whereas Jancey’s paper9 has been cited only ≈250 times) k-means
algorithm proposed by Jancey.9 The Lloyd and Jancey k-means (JKM) algorithms have identical
assignment steps, where each data point is assigned to the nearest cluster center. The two algo-
rithms differ in their update steps. Lloyd k-means updates each cluster center to be the centroid of
the data points assigned to it, whereas Jancey k-means updates each cluster center as a linear
combination of itself and the centroid of the data points assigned to it. This linear combination
is controlled by a user-defined parameter (α), which allows Jancey k-means to take larger steps
toward a local minimum. Accordingly, Jancey k-means is expected to converge faster than Lloyd
k-means. Our comprehensive experiments show that this is indeed the case. In fact, we dem-
onstrate that, with suitable modifications, Jancey k-means outperforms Lloyd k-means signifi-
cantly in terms of efficiency without sacrificing effectiveness.

The rest of this paper is structured as follows. Section 2 introduces the two k-means variants,
their adaptation to weighted data, their acceleration using the triangle inequality, and their
initialization. Section 3 presents the objective and subjective assessment of the two k-means
variants and discusses our findings. Finally, Sec. 4 concludes the paper and provides directions
for future work.

2 k-Means and Its Variants
In this section, we present an overview of the Lloyd and Jancey k-means algorithms, their exten-
sions for weighted data, a practical strategy to accelerate the two algorithms and their weighted
variants using the triangle inequality, and, finally, their initialization.

2.1 Lloyd k-Means Algorithm
Lloyd k-means is the simplest and most popular partitional clustering algorithm.22 Given a data-
set X ¼ fx1; : : : ; xNg ⊂ RD and a positive integer K > 1, the goal of LKM is to partition X
into K non-overlapping clusters fP1; : : : ;PKg. Each cluster Pi has a center ci, which is usually
selected uniformly at random from X . Starting from this initial configuration, the algorithm pro-
ceeds with an assignment step followed by an update step. In the assignment step, each data point
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is assigned to its nearest center with respect to the squared Euclidean (l2
2) distance, whereas in

the update step, each center is recomputed by averaging the data points assigned to it. These steps
are alternated until the algorithm converges. It can be shown that each iteration either decreases
the sum of squared error (SSE), SSE ¼Px∈XdSEðx; fc1; : : : ; cKgÞ, where dSEðx; CÞ is the l2

2

distance between data point x and its nearest center in C, or leaves it unchanged (indicating
convergence).

Consider an input image I in a CQ application. In this context, the dataset X represents
the pixels in I, N is the number of pixels in I, D is the number of color channels (for RGB
images, we have D ¼ 3), and K is the number of desired colors in the quantized output image.

The pseudocode of the LKM algorithm is given below (superscripts denote iteration
numbers).

1. Initialization: Initialize the K cluster centers Cð0Þ ¼ fcð0Þ1 ; : : : ; cð0ÞK g and set the iteration
counter to one (t ¼ 1).

2. Assignment: Set n1 ¼ · · ·¼ nK ¼ 0. For each j ∈ f1; : : : ; Ng, assign data point xj to its

nearest center in Cðt−1Þ, that is, ci� with i� ¼ arg mini∈f1;: : : ;Kgkxj − cðt−1Þi k2
2
, where k · k2

denotes the l2 norm, and increment the size ni� of the corresponding cluster

PðtÞ
i� (ni� ¼ ni� þ 1).

3. Update: Update each cluster center ci to be the centroid of the data points assigned to it,

that is, cðtÞi ¼ ð1∕niÞ
P

x∈PðtÞ
i
x.

4. Termination: If the termination criterion is satisfied (see below), terminate the algorithm.
Otherwise, increment the iteration counter (t ¼ tþ 1) and return to step 2.

In this study, we terminate LKM once the clusters stabilize (i.e., the data points assigned to
each cluster stop changing). It is important to stress that, for LKM, the clusters stabilize if and
only if their centers stabilize. Upon termination, LKM converges to a local minimum of its objec-
tive. As SSE is a nonsmooth and nonconvex objective with numerous local minima, step 1, ini-
tialization, is the most crucial step.23 Poorly initialized centers can lead to empty clusters, slower
convergence, or getting trapped in a shallow local minimum.

LKM’s popularity can be attributed to multiple reasons. In addition to being a simple algo-
rithm to implement, its time complexity is linear in N, D, and K, meaning that it can be used to
cluster large datasets or initialize computationally more expensive clustering algorithms. LKM is
also guaranteed to converge to a local minimum in a finite number of iterations24 and is insen-
sitive to the order in which the data points are processed.

As LKM is an iterative algorithm, its execution time depends on the number of times it
iterates until reaching convergence. This number can vary remarkably based on initialization,
dataset characteristics, and termination criterion. Although it has a linear time complexity,
LKM can be computationally expensive due to its iterative nature. There are many ways to accel-
erate the algorithm, including sampling, data compression, dimensionality reduction, numerical
approximations, geometric identities, and better initialization. Unfortunately, most of these
approaches sacrifice simplicity, accuracy, or convergence guarantee for efficiency.

2.2 Jancey k-Means Algorithm

Jancey9 and later Ostresh,25 proposed an algorithm very similar to LKM. Let PðtÞ
i denote cluster

i (i ∈ f1; : : : ; Kg) with center cðtÞi at the end of iteration t (t ¼ 1; 2; : : : ). Recall that in LKM,
at the end of iteration t, each center is recomputed as the centroid of its cluster, that is

EQ-TARGET;temp:intralink-;e001;117;164cðtÞi ¼ mðtÞ
i ; (1)

where mðtÞ
i ¼ ð1∕niÞ

P
x∈PðtÞ

i
x denotes the centroid of PðtÞ

i .

In Jancey’s k-means algorithm, each center is recomputed as a linear combination of itself
and the centroid of its cluster, that is

EQ-TARGET;temp:intralink-;e002;117;100cðtÞi ¼ αmðtÞ
i þð1 − αÞcðt−1Þi ; (2)

EQ-TARGET;temp:intralink-;e003;117;64¼ cðt−1Þi þ α½mðtÞ
i − cðt−1Þi �; (3)
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where α is a “relaxation factor.” Figure 1 illustrates the above equation in two dimensions. Note
that this equation can be viewed as an example of the well-known successive over-relaxation
method26 for solving a linear system of equations.

The relaxation factor α influences JKM’s behavior as follows:

• The algorithm is guaranteed to converge for α ∈ ð0;2Þ.27,28
• Jancey’s choice of α ¼ 2 corresponds to reflecting the old center cðt−1Þi through the new

centroid mðtÞ
i [Ref. 29, pp. 161–162], as illustrated in Fig. 1. However, with this particular

α value, JKM may converge more slowly than LKM or even fail to converge due to points
oscillating among clusters.

• The α value yielding optimal convergence rates25,27 can be shown to be between 1 and 2
(the green line segment in Fig. 1), in which case Eq. (2)/(3) is said to be an “over-
relaxation.” In particular, the optimal α is near 1 if the clusters are well separated. On the
other hand, the optimal α is near 2 if the clusters are poorly separated. Therefore, JKM with
α ∈ ð1; 2Þ takes larger steps toward a local minimum and thus is expected to converge
faster than LKM unless the dataset is well-clusterable.

• For α ∈ ð0; 1�, Eq. (2)/(3) denotes a convex combination, that is, the new center cðtÞi lies on

the line segment joining the old center cðt−1Þi and the new centroidmðtÞ
i (the red line segment

in Fig. 1). For the special case of α ¼ 1, Eq. (2)/(3) reduces to the LKM center update
equation, Eq. (1). On the other hand, for α ∈ ð0;1Þ, Eq. (2)/(3) is said to be an under-
relaxation. In this paper, we do not consider this regime, as it can be shown to yield a
suboptimal convergence rate.28

The pseudocode of JKM is identical to that of LKM with one exception: the center update equa-
tion in step 3 should be Eq. (2)/(3). As the two algorithms are so similar, many acceleration
techniques designed for LKM can also be adapted to JKM.

2.3 Weighted k-Means Algorithms
LKM can be modified to handle weighted data, X ¼ fx1: : : xNg ⊂ RD, where each data point xj
is assigned a nonnegative weight wj. Without loss of generality, we assume that the weights are
normalized and add up to one, that is,

P
N
j¼1 wj ¼ 1.

The objective of the weighted LKM (WLKM) algorithm is identical to that of its unweighted
counterpart, LKM, except the distances are weighted multiplicatively. In the weighted case,

the optimal center cðtÞi for cluster PðtÞ
i at the end of iteration t is given by the weighted centroid

of PðtÞ
i

EQ-TARGET;temp:intralink-;e004;114;143cðtÞi ¼ 1P
xj∈P

ðtÞ
i
wj

X
xj∈P

ðtÞ
i

wjxj: (4)

The pseudocode of WLKM is identical to that of LKM, with two exceptions: the cluster size
update equation in step 2 should be ni� ¼ ni� þwj, whereas the center update equation in step 3
should be Eq. (4). On the other hand, given the pseudocode of WLKM, the pseudocode of

Fig. 1 Illustration of the Jancey center update equation in two dimensions.
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weighted JKM (WJKM) can be obtained by substituting the center update equation with the
following:

EQ-TARGET;temp:intralink-;sec2.3;117;712cðtÞi ¼ cðt−1Þi þ α

 
1P

xj∈P
ðtÞ
i
wj

X
xj∈P

ðtÞ
i

wjxj − cðt−1Þi

!
:

Given a color image I, a time- and memory-efficient way to compute the “frequency” fj of a
pixel xj ∈ I (i.e., the number of times the color xj occurs in I) is by means of a hash table that
uses chaining for collision resolution and a universal hash function of the form haðr; g; bÞ ¼
ðarrþ aggþ abbÞmodP, where ðr; g; bÞ are the red, green, and blue components of an input
color, respectively; P is a prime number; and the elements of sequence a ¼ ðar; ag; abÞ are
selected randomly from the set f0; 1; : : : ; P − 1g.6 Once the hash table is populated (by inserting
the color of each pixel in I into the table), the “normalized weight” wj of xj is computed by
wj ¼ fj∕N, where N is the number of pixels in I.

2.4 Triangle Inequality Elimination Technique
The triangle inequality elimination (TIE) technique accelerates LKM by reducing the number of
distance computations it performs in each iteration. For a given data point x, centers ci and cι̂,
and a metric dð·Þ, the triangle inequality states that dðci; cι̂Þ ≤ dðx; ciÞ þ dðx; cι̂Þ. Therefore, if
2dðx; ciÞ ≤ dðci; cι̂Þ, we can omit the computation of dðx; cι̂Þ knowing that dðx; ciÞ ≤ dðx; cι̂Þ.
This inequality is valid for metrics such as d ¼ l2. For the non-metric case of d ¼ l2

2, the
inequality becomes 4kx − cik22 ≤ kci − cι̂k22.

At the beginning of each iteration, TIE precomputes the
�K
2

�
pairwise l2

2 distances between

the K centers and stores them in a K × K matrix. The rows of this matrix are then sorted indi-
vidually in increasing order. In other words, each center’s distances to the other ðK − 1Þ centers
are sorted. To determine the nearest center to a given data point x, TIE begins with the current
nearest center for x, say ci (all data points can be assigned to an arbitrary center, e.g., c1, before
the first iteration) and searches through the centers in order of increasing distance from ci using
the aforementioned triangle inequality test. If the test succeeds, the search can be aborted, as the
test will succeed for the remaining centers in the sorted list. Otherwise, the l2

2 distance between x
and the current center under consideration is computed. As TIE accelerates the time-consuming
assignment step of LKM, which is identical to that of JKM, the same technique can also be used
to accelerate JKM.

LKM/JKM can be accelerated using a variety of geometric techniques,30,31 many of which
are based on binary space partitioning trees such as k-d trees32 or more elaborate formulations of
TIE.30 Some of these techniques33 pay off only in high dimensions, making them unsuitable for
low-dimensional data such as color image data. Others are difficult to understand (or implement)
and require computationally expensive preprocessing.32,34,35 By contrast, TIE is simple, intuitive,
and practical, making it an ideal strategy for accelerating LKM/JKM for CQ. Originally proposed
by Chen and Pan36 for accelerating vector quantization, TIE was adapted to CQ by Hu and Su,13

Hu et al.,14 and Celebi.15,16 For a detailed pseudocode, refer to Celebi.6

2.5 Cluster Center Initialization
As explained in Sec. 2.1, cluster center initialization is crucial for the success of LKM/JKM.
To achieve a successful initialization, we utilize the maximin algorithm.37,38 Maximin begins
with an arbitrary data point taken as the first center c1. The next center ci (i ∈ f2; : : : ; Kg)
is selected as the data point with the largest distance from centers fc1; : : : ; ci−1g, that is,
ci ¼ arg maxx∈X minðdðx; c1Þ; : : : ; dðx; ci−1ÞÞ, where dð·; ·Þ is a metric, which is usually taken
as l2. The algorithm can be implemented in OðNKÞ time.

The pseudocode of maximin is given below. Note that we use the centroid of X as the first
center to ensure determinism.

1. Let dj denote the distance of xj to its nearest center (initially, dj ¼ ∞), and dmax denote the
maximum such distance in X . Set c1 ¼ ð1∕NÞPx∈Xx, and the index i of the next center
(to be selected) to i ¼ 2.
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2. Set dmax ¼ −∞. For each j ∈ f1; : : : ; Ng, update dj, if necessary, as follows: if
dðxj; ci−1Þ < dj, then set dj ¼ dðxj; ci−1Þ. Update dmax, if necessary, as follows: if
dmax < dj, set dmax ¼ dj, and save the index of the current point as j� ¼ j.

3. Set ci ¼ xj� . If i < K, increment index i (i ¼ iþ 1) and return to step 2; otherwise,
terminate the algorithm.

Many algorithms can be used to initialize k-means–like partitional clustering algorithms.23

Among these, maximin is one of the most popular for several reasons, including its simple,
parameter-free, and deterministic nature, and good performance in a variety of applications.
Maximin was introduced to the CQ literature by Houle and Dubois39 and popularized by
Goldberg40 and Xiang.41 More recently, the algorithm has been used as an effective initializer
for k-means–based CQ algorithms by Thompson et al.42 and Abernathy and Celebi.19

3 Objective and Subjective Assessment
In this section, we first describe our experimental setup, which includes the image set, perfor-
mance measures, statistical tests, and parameter configuration. We then present an objective
assessment of the LKM and JKM algorithms. We conclude the section with a brief subjective
assessment of the two k-means variants.

3.1 Experimental Setup
The plain algorithms, namely, LKM and JKM, and their weighted variants accelerated using TIE,
namely, accelerated LKM (ALKM) and accelerated JKM (AJKM), were tested on CQ100 (avail-
able at Ref. 43), a diverse dataset of 24-bit color images specifically curated for CQ research.20

CQ100 contains 100 images, each with a resolution of 768 × 512 or 512 × 768 pixels.
The effectiveness of an algorithm was quantified using two fidelity measures: mean squared

error (MSE) and multi-scale structural similarity (MS-SSIM).
MSE is the most popular fidelity measure in CQ6 and is defined as follows:

EQ-TARGET;temp:intralink-;sec3.1;114;405MSEðI; ĨÞ ¼ 1

HW

XH
r¼1

XW
c¼1

kIðr; cÞ − Ĩðr; cÞk22;

where I and ~I denote the original input image and quantized output image, respectively, each
with a resolution of W ×H pixels. MSE values fall into the range ½0;3 × 2552�, with smaller
values indicating a better match among the two images. Observe that MSE is simply a normal-
ized variant of SSE, which is precisely the objective LKM and JKM minimize locally.

MSE is a simple fidelity measure, both conceptually and computationally. However, it dis-
regards the characteristics of the human visual system. Structural similarity (SSIM)44 addresses
this shortcoming of MSE by combining the luminance, contrast, and structural differences
among the two images that are being compared. MS-SSIM,45 on the other hand, is a multi-scale
variant of SSIM that incorporates variations in image resolution and viewing conditions. Note
that, unlike MSE, SSIM and MS-SSIM are similarity measures whose values fall into the range
[0, 1], with larger values indicating a better match between the two images. For mathematical and
computational details of SSIM and MS-SSIM, refer to Refs. 44–47.

MS-SSIM is a fidelity measure recommended by both Ramella48 and Pérez-Delgado and
Celebi,49 the only studies to date that focus on the objective evaluation of CQ algorithms.
Therefore, in this study, we employed MS-SSIM along with MSE to quantify the effectiveness
of a CQ algorithm.

The efficiency of an algorithm was quantified using two measures: central processing unit
(CPU) time in milliseconds (ms) averaged over 10 independent runs and number iterations until
reaching convergence. Unlike CPU time, the number of iterations is an implementation-
independent efficiency measure. Note that we performed multiple runs of each algorithm solely
to obtain more accurate time measurements, as there is no randomness in any of the algorithms
presented in this paper. All algorithms were implemented in C++ and executed on a 2.60-GHz
Intel Core i7-8850H CPU.

To determine if there are any statistically significant differences among the algorithms,
we employed two nonparametric statistical tests:50 the Friedman test51 and the Iman–Davenport
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test.52 These tests are alternatives to the parametric two-way analysis of variance (ANOVA) test.
Their advantage over ANOVA is that they do not require normality or homoscedasticity, assump-
tions that are often violated in machine learning or optimization studies.53–57

Given B blocks (subjects) and T treatments (measurements), the null hypothesis (H0) of the
Friedman test is that populations within a block are identical. The alternative hypothesis (H1) is
that at least one treatment tends to yield larger (or smaller) values than at least one other treat-
ment. The test statistic is computed as follows.58 In the first step, the observations within each
block are ranked separately, so each block contains a separate set of T ranks. If ties occur, the tied
observations are given the mean of the rank positions for which they are tied. If H0 is true, the
ranks in each block should be randomly distributed over the columns (treatments). Otherwise, we
expect the lack of randomness in this distribution. For example, if a particular treatment is better
than the others, we expect small (or large) ranks to favor that column. In the second step, the
ranks in each column are summed. If H0 is true, we expect the sums to be fairly close—so close
that we can attribute differences to chance. Otherwise, we expect to see at least one difference
between pairs of rank sums so large that we cannot reasonably attribute it to sampling variability.
The test statistic is given as

EQ-TARGET;temp:intralink-;e005;117;544χ2r ¼
12

BTðTþ 1Þ
XT
j¼1

R2
j − 3BðTþ 1Þ; (5)

where Rj (j ∈ f1; 2; : : : ; Tg) is the rank sum of the j’th column. χ2r is approximately chi-square
with ðT − 1Þ degrees of freedom. H0 is rejected at the α level of significance if the value of (5)
is greater than or equal to the critical chi-square value for ðT − 1Þ degrees of freedom.

Iman and Davenport52 proposed the following alternative statistic:

EQ-TARGET;temp:intralink-;e006;117;451Fr ¼
ðB − 1Þχ2r

BðT − 1Þ − χ2r
; (6)

which is distributed according to the F-distribution with ðT − 1Þ and ðT − 1ÞðB − 1Þ degrees of
freedom. Compared with χ2r , this statistic is not only less conservative but also more accurate for
small sample sizes.52

In this study, blocks and treatments correspond to images and algorithms, respectively. For
each K ∈ f4; 16; 64; 256g, our goal was to determine if at least one algorithm is significantly
better than at least one other algorithm at the α ¼ 0.05 level of significance. If this is the case, we
performed multiple comparison testing to determine which pairs of algorithms differ signifi-
cantly. For this purpose, we employed the Bergmann–Hommel test59 (also at the α ¼ 0.05 level),
a powerful multiple comparison test that has been used successfully in various machine learning
studies.23,50,60–62 Bergmann–Hommel is a dynamic test that considers the logical relations
among the hypotheses and is strictly more powerful63 than various alternative tests that control
the family-wise error rate such as the Nemenyi,64 Holm,65 and Shaffer66 tests. Note that we per-
formed nonparametric statistical tests only for the accelerated algorithms. This is because
the Bergmann–Hommel test takes exponential time67 in the number of hypotheses (for T
treatments/algorithms, we have T × ðT − 1Þ∕2 pairwise hypotheses); thus, it cannot handle more
than ten algorithms, even on a high-performance CPU.

All algorithms have a common parameter K that denotes the number of desired colors in the
quantized image. In the experiments, we tested the following four K values: 4, 16, 64, and 256.
The lower bound was set to 4 because a typical natural image can hardly be quantized to fewer
than four colors. On the other hand, most natural images can be represented faithfully with
no more than 256 colors. Hence, the upper bound was set to 256.

JKM and its accelerated variant AJKM have an additional parameter α that controls the
degree of over-relaxation in the center updates. Recall that α ∈ ½1; 2Þ ensures rapid convergence,
and for α ¼ 1, JKM reduces to LKM. Accordingly, we tested the following five α values: 1.2, 1.4,
1.6, 1.8, and 1.99. We also tested the borderline α value of 2.0 (i.e., Jancey’s choice) for which
JKM is not guaranteed to converge. Indeed, in this case, JKM failed to converge in 194 (48.5%)
out of 400 runs (100 images × jf4; 16; 64; 256gj colors), confirming the theoretical results men-
tioned in Sec. 2.2.
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3.2 Objective Assessment
In this section, we present the experimental results and discuss our findings for each performance
measure separately.

3.2.1 Mean squared error

Figure 2 shows the box plots of the MSE distributions for ALKM, AJKM12 (AJKM with
α ¼ 1.2), AJKM14 (AJKM with α ¼ 1.4), AJKM16 (AJKM with α ¼ 1.6), AJKM18 (AJKM
with α ¼ 1.8), and AJKM199 (AJKM with α ¼ 1.99) for K ∈ f4; 16; 64; 256g. To facilitate
comparisons, the MSE values were normalized as follows. For each input image and K value,
the MSE values obtained by the six algorithms were divided by the smallest MSE obtained on
that image. Therefore, in each case, the smaller the normalized MSE, the better (or more effec-
tive) the algorithm, with the best algorithm attaining a normalized MSE of one. Observe that
the figure compares only the accelerated algorithms. This is because, for a given input image
and K value, each such algorithm gives an identical MSE to its plain counterpart (e.g., ALKM
versus LKM).

Fig. 2 Box plots of the normalized MSE distributions for each accelerated algorithm. (a) Four col-
ors, (b) 16 colors, (c) 64 colors, and (d) 256 colors (in each subfigure, the x and y axes represent
the normalized MSE values and the CQ algorithms, respectively).
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Table 1 gives the mean MSE rank of each CQ algorithm over the dataset for
K ∈ f4; 16; 64; 256g (higher ranks are better). The last column gives the mean of the (mean)
ranks over the four K values. Based on this last column, generally speaking, the larger the α
value, the better the algorithm.

Table 2 gives the results of the Friedman and Iman–Davenport tests forK ∈ f4; 16; 64; 256g.
For K ¼ 4 and K ¼ 16, it can be seen that both tests failed to detect a statistically significant
difference in MSE among the algorithms. In other words, the algorithms perform similarly when
K is small. This can be explained by the fact that the problem of minimizing SSE is relatively
easier for small K values because there are fewer local minima in which LKM/JKM can be
trapped.

Table 2 shows that both the Friedman and Iman–Davenport tests detected a statistically sig-
nificant difference in MSE among the algorithms for K ¼ 64 and K ¼ 256. Thus, we performed
the Bergmann–Hommel test to determine which pairs of algorithms differ significantly in each
case. The results are given in Table 3. We examine the two cases (i.e., K ¼ 64 and K ¼ 256)
separately below.

For K ¼ 64, only the five null hypotheses that involve AJKM199, namely, “ALKM
versus AJKM199,” “AJKM12 versus AJKM199,” “AJKM14 versus AJKM199,” “AJKM16
versus AJKM199,” and “AJKM18 versus AJKM199,” are rejected. As we know from Table 1
that AJKM199 has the highest (or best) mean rank for K ¼ 64, the following relationship
holds:

EQ-TARGET;temp:intralink-;sec3.2.1;117;323AJKM199 > fALKM;AJKM12;AJKM14;AJKM16;AJKM18g;

where a notation such as fA; Bg > C indicates that there is no statistically significant difference
between algorithms A and B, and these two are significantly better than algorithm C. Therefore,
the above relationship means that AJKM199 is the best algorithm with respect to MSE for
K ¼ 64, whereas the remaining five algorithms perform similarly.

Table 1 Mean MSE rank of each CQ algorithm over the dataset
for K ∈ f4; 16; 64; 256g (higher ranks are better).

Algorithm K ¼ 4 K ¼ 16 K ¼ 64 K ¼ 256 Mean

ALKM 3.61 3.36 3.26 2.88 3.28

AJKM12 3.53 3.36 3.16 2.88 3.23

AJKM14 3.54 3.26 3.22 3.28 3.32

AJKM16 3.57 3.47 3.28 3.50 3.45

AJKM18 3.59 3.85 3.60 3.98 3.75

AJKM199 3.18 3.72 4.49 4.50 3.97

Table 2 Results of the Friedman and Iman–Davenport tests for
MSE for K ∈ f4; 16; 64; 256g (✓: rejected; ✗: not rejected).

K

Friedman (α ¼ 0.05) Iman–Davenport (α ¼ 0.05)

χ2r ð5Þ p H0 F r ð5;495Þ p H0

4 3.754 0.585 ✗ 0.749 0.587 ✗

16 7.694 0.174 ✗ 1.547 0.174 ✗

64 37.021 5.93 × 10−07 ✓ 7.916 3.45 × 10−07 ✓

256 58.923 6.23 × 10−11 ✓ 13.225 4.16 × 10−12 ✓
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For K ¼ 256, the situation is not as clear. In this case, the null hypotheses that involve only
one of AJKM18 and AJKM199 (except “AJKM16 versus AJKM18”) are rejected. Combined
with the mean rank information for K ¼ 256 given in Table 1, we can infer the following rela-
tionships:
EQ-TARGET;temp:intralink-;sec3.2.1;114;350 fAJKM18;AJKM199g > fALKM;AJKM12;AJKM14g;

AJKM199 > fALKM;AJKM12;AJKM14;AJKM16g:

The above relationships can be interpreted as follows:

• fAJKM18;AJKM199g is the best group of algorithms.
• fALKM;AJKM12;AJKM14g is the worst group of algorithms.
• AJKM16 is in between (it cannot be unambiguously classified because the Bergmann–

Hommel test rejects “AJKM16 versus AJKM199” but not “AJKM16 versus AJKM18”).

3.2.2 Multi-scale structural similarity

Figure 3 shows the box plots of the MS-SSIM distributions for ALKM, AJKM12, AJKM14,
AJKM16, AJKM18, and AJKM199 for K ∈ f4; 16; 64; 256g. As in Fig. 2, this figure compares
only the accelerated algorithms. This is because, for a given input image and K value, each such
algorithm gives an identical MS-SSIM to its plain counterpart (e.g., ALKM versus LKM). Recall
that, unlike MSE, MS-SSIM values are normalized in ½0; 1�, and the larger the MS-SSIM, the
better (or more effective) the algorithm.

Table 4 gives the mean MS-SSIM rank of each CQ algorithm over the dataset for
K ∈ f4; 16; 64; 256g (lower ranks are better). The last column gives the mean of the (mean)
ranks over the four K values. Based on this last column, the larger the α value, the better the
algorithm is on average.

Table 3 Results of the Bergmann–Hommel test for MSE for
K ∈ f64; 256g (✓: rejected; ✗: not rejected).

Null hypothesis K ¼ 64 K ¼ 256

ALKM versus AJKM12 ✗ ✗

ALKM versus AJKM14 ✗ ✗

ALKM versus AJKM16 ✗ ✗

ALKM versus AJKM18 ✗ ✓

ALKM versus AJKM199 ✓ ✓

AJKM12 versus AJKM14 ✗ ✗

AJKM12 versus AJKM16 ✗ ✗

AJKM12 versus AJKM18 ✗ ✓

AJKM12 versus AJKM199 ✓ ✓

AJKM14 versus AJKM16 ✗ ✗

AJKM14 versus AJKM18 ✗ ✓

AJKM14 versus AJKM199 ✓ ✓

AJKM16 versus AJKM18 ✗ ✗

AJKM16 versus AJKM199 ✗ ✓

AJKM18 versus AJKM199 ✓ ✗
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Table 5 gives the results of the Friedman and Iman–Davenport tests forK ∈ f4; 16; 64; 256g.
For K ¼ 4 and K ¼ 16, it can be seen that both tests failed to detect a statistically significant
difference in MS-SSIM among the algorithms. In other words, the algorithms perform similarly
when K is small. Recall that such was also the case for MSE.

Fig. 3 Box plots of the MS-SSIM distributions for each accelerated algorithm. (a) Four colors,
(b) 16 colors, (c) 64 colors, and (d) 256 colors (in each subfigure, the x and y axes represent
the MS-SSIM values and the CQ algorithms, respectively).

Table 4 Mean MS-SSIM rank of each CQ algorithm over the
dataset for K ∈ f4; 16; 64; 256g (lower ranks are better).

Algorithm K ¼ 4 K ¼ 16 K ¼ 64 K ¼ 256 Mean

ALKM 3.59 3.66 3.47 4.47 3.80

AJKM12 3.68 3.48 3.80 4.12 3.77

AJKM14 3.63 3.69 3.57 3.79 3.67

AJKM16 3.44 3.57 3.75 3.39 3.54

AJKM18 3.20 3.18 3.52 3.02 3.23

AJKM199 3.47 3.43 2.89 2.21 3.00
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Table 5 shows that both the Friedman and Iman–Davenport tests detected a statistically sig-
nificant difference in MS-SSIM among the algorithms for K ¼ 64 and K ¼ 256. Thus, we per-
formed the Bergmann–Hommel test to determine which pairs of algorithms differ significantly in
each case. The results are given in Table 6. We examine the two cases separately below.

For K ¼ 64, only the following two null hypotheses are rejected: “AJKM12 versus
AJKM199” and “AJKM16 versus AJKM199.” Combined with the mean rank information for
K ¼ 64 given in Table 4, we can infer two alternative classifications:

• fALKM;AJKM14;AJKM18;AJKM199g and fAJKM12;AJKM16g
• fALKM;AJKM12;AJKM14;AJKM16;AJKM18g and AJKM199.

Unfortunately, the only relationship that can be ascertained among the algorithms is
AJKM199 > fAJKM12;AJKM16g, which means AJKM199 is better than both AJKM12 and
AJKM16, which perform similarly.

Table 5 Results of the Friedman and Iman–Davenport tests for
MS-SSIM for K ∈ f4;16;64;256g (✓: rejected; ✗: not rejected).

K

Friedman (α ¼ 0.05) Iman–Davenport (α ¼ 0.05)

χ2r ð5Þ p H0 F r ð5;495Þ p H0

4 4.401 0.493 ✗ 0.879 0.495 ✗

16 4.881 0.431 ✗ 0.976 0.432 ✗

64 15.166 0.010 ✓ 3.097 0.009 ✓

256 94.743 5.90 × 10−11 ✓ 23.145 3.33 × 10−16 ✓

Table 6 Results of the Bergmann–Hommel test for MS-SSIM for
K ∈ f64;256g (✓: rejected; ✗: not rejected).

Null hypothesis K ¼ 64 K ¼ 256

ALKM versus AJKM12 ✗ ✗

ALKM versus AJKM14 ✗ ✓

ALKM versus AJKM16 ✗ ✓

ALKM versus AJKM18 ✗ ✓

ALKM versus AJKM199 ✗ ✓

AJKM12 versus AJKM14 ✗ ✗

AJKM12 versus AJKM16 ✗ ✓

AJKM12 versus AJKM18 ✗ ✓

AJKM12 versus AJKM199 ✓ ✓

AJKM14 versus AJKM16 ✗ ✗

AJKM14 versus AJKM18 ✗ ✓

AJKM14 versus AJKM199 ✗ ✓

AJKM16 versus AJKM18 ✗ ✗

AJKM16 versus AJKM199 ✗ ✓

AJKM18 versus AJKM199 ✗ ✓
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For K ¼ 256, all the null hypotheses are rejected but the following four: “ALKM versus
AJKM12,” “AJKM12 versus AJKM14,” “AJKM14 versus AJKM16,” and “AJKM16 versus
AJKM18.” Combined with the mean rank information for K ¼ 256 given in Table 4, we can
infer the following relationship:

EQ-TARGET;temp:intralink-;sec3.2.2;117;688AJKM199 > fAJKM16;AJKM18g > fALKM;AJKM12g;
which can be interpreted as follows:

• AJKM199 is the best algorithm.
• fALKM;AJKM12g is the worst group of algorithms.
• fAJKM16;AJKM18g and AJKM14 are in between (AJKM14 cannot be unambiguously

classified because the Bergmann–Hommel test rejects “AJKM14 versus AJKM18” but not
“AJKM12 versus AJKM14” or “AJKM14 versus AJKM16”).

3.2.3 CPU time

Figure 4 shows the box plots of the CPU time distributions for LKM, JKM12 (JKM with
α ¼ 1.2), JKM14 (JKM with α ¼ 1.4), JKM16 (JKM with α ¼ 1.6), JKM18 (JKM with
α ¼ 1.8), JKM199 (JKM with α ¼ 1.99), and the corresponding accelerated algorithms, namely,

Fig. 4 Box plots of the normalized CPU time distributions for each algorithm. (a) Four colors,
(b) 16 colors, (c) 64 colors, and (d) 256 colors (in each subfigure, the x and y axes represent
the normalized CPU times and the CQ algorithms, respectively).
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ALKM, AJKM12, AJKM14, AJKM16, AJKM18, and AJKM199, respectively. The CPU times
were normalized as before, so that the fastest (or most efficient) algorithm took a normalized
CPU time of one unit in each case. Observe that, for each K value, JKM199 is considerably
slower than its rivals. In fact, JKM199’s inefficiency stretches the x-axis so much that it becomes
difficult to appreciate the differences among the other algorithms. Therefore, in Fig. 5, we give
the same box plots with the JKM199 data removed.

Table 7 gives the mean CPU time rank of each CQ algorithm over the dataset for
K ∈ f4; 16; 64; 256g (higher ranks are better). The last column gives the mean of the (mean)
ranks over the four K values.

Table 8 shows that both the Friedman and Iman–Davenport tests detected a statistically
significant difference in CPU time among the algorithms for each K value tested. Thus, we per-
formed the Bergmann–Hommel test to determine which pairs of algorithms differ significantly
in each case. The results are given in Table 9. We examine the four cases separately below.

For K ¼ 4, all the null hypotheses are rejected but the following two: “ALKM versus
AJKM18” and “AJKM14 versus AJKM16.” Combined with the mean rank information for
K ¼ 4 given in Table 7, we can infer the following relationship:

EQ-TARGET;temp:intralink-;sec3.2.3;114;544fAJKM14;AJKM16g > AJKM12 > fALKM;AJKM18g > AJKM199;

Fig. 5 Box plots of the normalized CPU time distributions for each algorithm but JKM199. (a) Four
colors, (b) 16 colors, (c) 64 colors, and (d) 256 colors (in each subfigure, the x and y axes represent
the normalized CPU times and the CQ algorithms, respectively).
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Table 8 Results of the Friedman and Iman–Davenport tests for
CPU time for K ∈ f4; 16; 64; 256g (✓: rejected; ✗: not rejected).

K

Friedman (α ¼ 0.05) Iman–Davenport (α ¼ 0.05)

χ2r ð5Þ p H0 F r ð5;495Þ p H0

4 334.359 1.39 × 10−10 ✓ 199.838 −2.22 × 10−16 ✓

16 327.367 1.83 × 10−10 ✓ 187.736 7.73 × 10−112 ✓

64 191.003 9.54 × 10−11 ✓ 61.196 1.31 × 10−49 ✓

256 131.539 7.47 × 10−11 ✓ 35.342 2.22 × 10−16 ✓

Table 9 Results of the Bergmann–Hommel test for CPU time for
K ∈ f4; 16; 64; 256g (✓: rejected; ✗: not rejected).

Null hypothesis K ¼ 4 K ¼ 16 K ¼ 64 K ¼ 256

ALKM versus AJKM12 ✓ ✓ ✓ ✗

ALKM versus AJKM14 ✓ ✓ ✓ ✓

ALKM versus AJKM16 ✓ ✓ ✓ ✓

ALKM versus AJKM18 ✗ ✓ ✓ ✓

ALKM versus AJKM199 ✓ ✓ ✓ ✓

AJKM12 versus AJKM14 ✓ ✓ ✓ ✓

AJKM12 versus AJKM16 ✓ ✓ ✓ ✓

AJKM12 versus AJKM18 ✓ ✓ ✓ ✓

AJKM12 versus AJKM199 ✓ ✓ ✗ ✓

AJKM14 versus AJKM16 ✗ ✗ ✓ ✗

AJKM14 versus AJKM18 ✓ ✗ ✓ ✓

AJKM14 versus AJKM199 ✓ ✓ ✓ ✗

AJKM16 versus AJKM18 ✓ ✗ ✗ ✗

AJKM16 versus AJKM199 ✓ ✓ ✓ ✓

AJKM18 versus AJKM199 ✓ ✓ ✓ ✓

Table 7 Mean CPU time rank of each CQ algorithm over the
dataset for K ∈ f4; 16; 64; 256g (higher ranks are better).

Algorithm K ¼ 4 K ¼ 16 K ¼ 64 K ¼ 256 Mean

ALKM 2.75 2.34 1.95 2.17 2.30

AJKM12 3.94 3.25 3.01 2.63 3.21

AJKM14 5.02 4.50 3.97 3.83 4.33

AJKM16 5.03 4.78 4.59 4.39 4.69

AJKM18 3.27 4.95 4.87 4.58 4.41

AJKM199 1.00 1.19 2.63 3.41 2.06
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which can be interpreted as follows:

• fAJKM14;AJKM16g is the best group of algorithms.
• AJKM199 is the worst algorithm.
• AJKM12 and fALKM;AJKM18g are in between, with the former being better than the

latter.

For K ¼ 16, all the null hypotheses are rejected but the following three: “AJKM14 versus
AJKM16,” “AJKM14 versus AJKM18,” and “AJKM16 versus AJKM18.” Combined with the
mean rank information for K ¼ 16 given in Table 7, we can infer the following relationship:

EQ-TARGET;temp:intralink-;sec3.2.3;114;621fAJKM14;AJKM16;AJKM18g > AJKM12 > ALKM > AJKM199;

which can be interpreted as follows:

• fAJKM14;AJKM16;AJKM18g is the best group of algorithms.
• AJKM199 is the worst algorithm.
• AJKM12 and ALKM are in between, with the former being better than the latter.

For K ¼ 64, all the null hypotheses are rejected but the following two: “AJKM12 versus
AJKM199” and “AJKM16 versus AJKM18.” Combined with the mean rank information for
K ¼ 64 given in Table 7, we can infer the following relationship:

EQ-TARGET;temp:intralink-;sec3.2.3;114;490fAJKM16;AJKM18g > AJKM14 > fAJKM12;AJKM199g > ALKM;

which can be interpreted as follows:

• fAJKM16;AJKM18g is the best group of algorithms.
• ALKM is the worst algorithm.
• AJKM14 and fAJKM12;AJKM199g are in between, with the former being better than the

latter.

For K ¼ 256, all the null hypotheses are rejected but the following four: “ALKM versus
AJKM12,” “AJKM14 versus AJKM16,” “AJKM14 versus AJKM199,” and “AJKM16 versus
AJKM18.” Combined with the mean rank information for K ¼ 256 given in Table 7, we can
infer the following relationships:
EQ-TARGET;temp:intralink-;sec3.2.3;114;335 fAJKM16;AJKM18g > AJKM199 > fALKM;AJKM12g;

AJKM18 > fAJKM14;AJKM199g > fALKM;AJKM12g:
The above relationships can be interpreted as follows:

• fAJKM16;AJKM18g is the best group of algorithms.
• fALKM;AJKM12g is the worst group of algorithms.
• fAJKM14;AJKM199g is in between.

3.2.4 Number of iterations

Figure 6 shows the box plots of the number of iterations distributions for ALKM, AJKM12,
AJKM14, AJKM16, AJKM18, and AJKM199. As in Figs. 2 and 3, this figure compares only
the accelerated algorithms. This is because each such algorithm iterates an identical number of
times until reaching convergence as its plain counterpart (e.g., ALKM versus LKM). To facilitate
comparisons, the number of iterations was also normalized as in the case of MSE.

Table 10 gives the mean number of iterations rank of each CQ algorithm over the dataset for
K ∈ f4; 16; 64; 256g (higher ranks are better). The last column gives the mean of the (mean)
ranks over the four K values.

Table 11 shows that both the Friedman and Iman–Davenport tests detected a statistically
significant difference in the number of iterations among the algorithms for each K value tested.
Thus, we performed the Bergmann–Hommel test to determine which pairs of algorithms differ
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significantly in each case. The results are given in Table 12. We examine the four cases sepa-
rately below.

For K ¼ 4, all the null hypotheses are rejected but the following two: “ALKM versus
AJKM18” and “AJKM14 versus AJKM16.” Combined with the mean rank information for
K ¼ 4 given in Table 10, we can infer the following relationship:

Fig. 6 Box plots of the distributions of the normalized number of iterations for each accelerated
algorithm. (a) Four colors, (b) 16 colors, (c) 64 colors, and (d) 256 colors (in each subfigure, the x
and y axes represent the normalized number of iterations and the CQ algorithms, respectively).

Table 10 Mean number of iterations rank of each CQ algorithm
over the dataset for K ∈ f4; 16; 64; 256g (higher ranks are better).

Algorithm K ¼ 4 K ¼ 16 K ¼ 64 K ¼ 256 Mean

ALKM 2.80 2.36 2.06 2.21 2.35

AJKM12 3.92 3.28 3.06 2.75 3.25

AJKM14 4.91 4.31 3.73 3.63 4.14

AJKM16 5.12 4.87 4.60 4.38 4.74

AJKM18 3.26 5.01 4.89 4.61 4.44

AJKM199 1.00 1.19 2.68 3.43 2.07
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EQ-TARGET;temp:intralink-;sec3.2.4;114;565fAJKM14;AJKM16g > AJKM12 > fALKM;AJKM18g > AJKM199;

which can be interpreted as follows:

• fAJKM14;AJKM16g is the best group of algorithms.
• AJKM199 is the worst algorithm.
• AJKM12 and fALKM;AJKM18g are in between, with the former being better than the

latter.

For K ¼ 16, all the null hypotheses are rejected but the following: “AJKM16 versus
AJKM18.” Combined with the mean rank information for K ¼ 16 given in Table 10, we can
infer the following relationship:

EQ-TARGET;temp:intralink-;sec3.2.4;114;432fAJKM16;AJKM18g > AJKM14 > AJKM12 > ALKM > AJKM199;

which can be interpreted as follows:

• fAJKM16;AJKM18g is the best group of algorithms.
• AJKM199 is the worst algorithm.
• AJKM14, AJKM12, and ALKM are in between, where AJKM14 is better than AJKM12,

which is better than ALKM.

For K ¼ 64, all the null hypotheses are rejected but the following two: “AJKM12 versus
AJKM199” and “AJKM16 versus AJKM18.” Combined with the mean rank information for
K ¼ 64 given in Table 10, we can infer the following relationship:

EQ-TARGET;temp:intralink-;sec3.2.4;114;293fAJKM16;AJKM18g > AJKM14 > fAJKM12;AJKM199g > ALKM;

which can be interpreted as follows:

• fAJKM16;AJKM18g is the best group of algorithms.
• ALKM is the worst algorithm.
• AJKM14 and fAJKM12;AJKM199g are in between, where the former is better than the

latter.

For K ¼ 256, all the null hypotheses are rejected but the following three: “ALKM versus
AJKM12,” “AJKM14 versus AJKM199,” and “AJKM16 versus AJKM18.” Combined with
the mean rank information for K ¼ 256 given in Table 10, we can infer the following relation-
ship:

EQ-TARGET;temp:intralink-;sec3.2.4;114;142fAJKM16;AJKM18g > fAJKM14;AJKM199g > fALKM;AJKM12g;
which can be interpreted as follows:

• fAJKM16;AJKM18g is the best group of algorithms.
• fALKM;AJKM12g is the worst group of algorithms.
• fAJKM14;AJKM199g is in between.

Table 11 Results of the Friedman and Iman–Davenport tests for
number of iterations for K ∈ f4; 16; 64; 256g (✓: rejected; ✗: not
rejected).

K

Friedman (α ¼ 0.05) Iman–Davenport (α ¼ 0.05)

χ2r ð5Þ p H0 F r ð5;495Þ p H0

4 330.521 1.81 × 10−10 ✓ 193.072 −2.22 × 10−16 ✓

16 328.857 1.78 × 10−10 ✓ 190.232 9.11 × 10−113 ✓

64 174.911 1.11 × 10−10 ✓ 53.266 −2.22 × 10−16 ✓

256 121.959 8.95 × 10−11 ✓ 31.938 −2.22 × 10−16 ✓
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3.2.5 Summary and additional comments

To summarize, our statistical significance analyses demonstrated that LKM and JKM with
α ∈ f1.2; 1.4; 1.6; 1.8; 1.99g have similar effectiveness when K is small (i.e., K ∈ f4; 16g).
For larger K values (i.e., K ∈ f64; 256g), JKM199 is significantly more effective than its peers,
and forK ¼ 256, JKM18 shares the top spot with JKM199 or is a second best. On the other hand,
the algorithms exhibit a noticeably more varied behavior in terms of efficiency. In general,
AJKM16 and AJKM18 are the most efficient algorithms, whereas ALKM and AJKM199 are
the least efficient. Hence, an accelerated JKM implementation with α ¼ 1.8 strikes the best
balance between effectiveness and efficiency and is a strong alternative to an accelerated imple-
mentation of the popular LKM algorithm. Although AJKM18 is not significantly more effective
than ALKM (except for K ¼ 256), the former is significantly more efficient than the latter.
For example, AJKM18 took, on average, ≈75, 200, 500, and 1500 ms to quantize a 768 × 512

(or 512 × 768) image to 4, 16, 64, and 256 colors, respectively, whereas the corresponding aver-
age CPU times for ALKM were ≈100, 400, 1000, and 2500 ms, respectively. Interestingly,
Drezner68 also empirically determined α ¼ 1.8 to be the best relaxation factor value in a different
application domain (i.e., facility location).

At first glance, Figs. 5 and 6 appear to contradict each other, at least for K ∈ f16; 64; 256g.
There is a simple explanation for this. For LKM and JKM, the per-iteration time complexity of
the assignment and update steps are OðNKÞ and OðKÞ, respectively. As N ≫ K in CQ appli-
cations, the algorithms spend most of their time in the assignment step. In fact, these algorithms
perform exactly NK distance computations in every iteration. Therefore, there is a near-perfect
correlation (>0.995) between CPU time and the number of iterations for plain algorithms. This
phenomenon can be observed by comparing the bottom half of each box plot in Fig. 5 (corre-
sponding to LKM and JKM with α ∈ f1.2; 1.4; 1.6; 1.8g) to the corresponding box plot in Fig. 6.
On the other hand, for ALKM and AJKM, thanks to the TIE technique, the number of distance
computations performed per iteration decreases rapidly as the centers stabilize. In other words,
these algorithms become progressively faster as they iterate. This is why CPU time is not nec-
essarily proportional to the number of iterations for the accelerated algorithms.

Table 12 Results of the Bergmann–Hommel test for number of
iterations for K ∈ f4; 16; 64; 256g (✓: rejected; ✗: not rejected).

Null hypothesis K ¼ 4 K ¼ 16 K ¼ 64 K ¼ 256

ALKM versus AJKM12 ✓ ✓ ✓ ✗

ALKM versus AJKM14 ✓ ✓ ✓ ✓

ALKM versus AJKM16 ✓ ✓ ✓ ✓

ALKM versus AJKM18 ✗ ✓ ✓ ✓

ALKM versus AJKM199 ✓ ✓ ✓ ✓

AJKM12 versus AJKM14 ✓ ✓ ✓ ✓

AJKM12 versus AJKM16 ✓ ✓ ✓ ✓

AJKM12 versus AJKM18 ✓ ✓ ✓ ✓

AJKM12 versus AJKM199 ✓ ✓ ✗ ✓

AJKM14 versus AJKM16 ✗ ✓ ✓ ✓

AJKM14 versus AJKM18 ✓ ✓ ✓ ✓

AJKM14 versus AJKM199 ✓ ✓ ✓ ✗

AJKM16 versus AJKM18 ✓ ✗ ✗ ✗

AJKM16 versus AJKM199 ✓ ✓ ✓ ✓

AJKM18 versus AJKM199 ✓ ✓ ✓ ✓
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Fig. 7 CPU time (in milliseconds) for each image for LKM, JKM18, ALKM, and AJKM18. (a) Four
colors, (b) 16 colors, (c) 64 colors, and (d) 256 colors (in each subfigure, the x and y axes represent
the image numbers and the CPU times, respectively).
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Now that we examined the effectiveness and efficiency of LKM and JKM (with various
α values), let us compare the top performer, JKM with α ¼ 1.8, both in its plain (i.e., JKM18)
and accelerated (i.e., AJKM18) variants against the popular LKM algorithm and its accelerated
variant, ALKM. Figure 7 plots each algorithm’s CPU time in milliseconds (averaged over
10 independent runs) for each image for K ∈ f4; 16; 64; 256g. From Fig. 5, the ordering of the
algorithms (from the slowest to the fastest) appears to be roughly LKM, JKM18, ALKM, and
AJKM18. Figure 7 confirms this observation and clearly shows that the efficiency differences
between the plain and accelerated algorithms (i.e., LKM versus ALKM and JKM18 versus
AJKM18) increase with K, which is not surprising because the overhead associated with the
TIE technique pays off only if K is sufficiently large, and in general, the larger the K value,
the fewer distance computations TIE performs compared with plain LKM/JKM.

3.3 Subjective Assessment
Figures 8, 10, 12, and 14 show the Columbia crew, Trade Fair Tower, coloring pencils, and color
checker images, respectively, quantized using LKM and JKM with three different α values.

Fig. 8 Columbia crew (148,399) colors and its various quantized versions (four colors).
(a) Columbia crew. (b) LKM (MSE ¼ 2753). (c) JKM12 (MSE ¼ 2753). (d) JKM18 (MSE ¼ 2221).
(e) JKM199 (MSE ¼ 2221).
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On the other hand, Figs. 9, 11, 13, and 15 show the error images for Figs. 8, 10, 12, and 14,
respectively. In each case, the error image is obtained by amplifying the pixel-wise normalized
Euclidean differences between the input and output by a factor of 4 and then negating them for
better visualization.20 Hence, the cleaner (or lighter) the error image, the better the reproduction
of the input image. For small K values (i.e., K ∈ f4; 16g), we can observe the differences among
the algorithms more easily. For example, both LKM and JKM12 cause significant color shifts/
losses in the skin tones and the white parts of the spacesuits and helmets when quantizing the
Columbia crew image to four colors (refer to Figs. 8 and 9). By contrast, JKM18 and JKM199
produce much better results despite the extremely small number of colors they are allowed. As
another example, consider the task of quantizing the color checker image to 256 colors. At first,
this task may appear to be much easier, as the algorithms are asked to represent 24 color patches
with 256 colors. However, the large and uniformly colored patches are challenging to quantize
without generating false contours. In addition, some of the achromatic colors at the bottom row
are visually difficult to distinguish. In this case, all four quantized images appear nearly identical.
However, an inspection of the corresponding error images reveals that the algorithms can be
differentiated by the bottom rows of their outputs. In particular, it is evident that JKM18 and
JKM199 reproduce the input more accurately than LKM and JKM14.

4 Conclusions and Future Work
In this paper, we investigated the performance of two k-means variants, namely, LKM and JKM,
on the color quantization problem. LKM is a very popular partitional clustering algorithm, which
alternates between an assignment step (where each data point is assigned to the nearest cluster
center) and an update step (where each center is recomputed as the centroid of its cluster). On the
other hand, JKM is a relatively unknown variant of LKM featuring a different update step
(where each center is recomputed as a linear combination of itself and the centroid of its cluster).
JKM is parameterized by the coefficient α of the linear combination, whose value primarily
influences the algorithm’s convergence speed. For each algorithm, we presented three imple-
mentations: plain (LKM and JKM), weighted (WLKM and WJKM), and accelerated and
weighted (ALKM and AJKM, respectively). Although all three implementations of a given algo-
rithm produce identical results, they each have markedly different computational requirements.

Fig. 9 Error images corresponding to Fig. 8. (a) LKM. (b) JKM12. (c) JKM18. (d) JKM199.
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Fig. 10 Trade Fair Tower (72,299 colors) and its various quantized versions (16 colors). (a) Trade
Fair Tower. (b) LKM (MSE ¼ 216). (c) JKM12 (MSE ¼ 216). (d) JKM18 (MSE ¼ 191). (e) JKM199
(MSE ¼ 191).
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The weighted implementation is faster than the plain one because it operates on a smaller dataset,
whereas the accelerated and weighted implementation is faster than the weighted one because it
eliminates unnecessary distance computations (using the triangle inequality). Extensive experi-
ments conducted on the CQ100 dataset allowed us to evaluate the effectiveness and efficiency of
each algorithm for various numbers of colors. We determined that the choice of α primarily
impacts JKM’s efficiency, with larger α values often performing better (unless α is too large,
e.g., 1.99). In our application, JKM with α ¼ 1.8 achieved the best trade-off between effective-
ness and efficiency, leading to a color quantizer that is at least as effective as the popular LKM but
significantly more efficient. In addition, JKM is no more difficult to implement than LKM.
Future work includes developing an adaptive scheme to determine a near-optimal α value for
a given input image and exploring the applicability of JKM to higher-dimensional clustering
problems.

Fig. 11 Error images corresponding to Fig. 10. (a) LKM. (b) JKM12. (c) JKM18. (d) JKM199.
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Fig. 12 Coloring pencils (115,201 colors) and its various quantized versions (64 colors).
(a) Coloring pencils. (b) LKM (MSE ¼ 149). (c) JKM16 (MSE ¼ 152). (d) JKM18 (MSE ¼ 137).
(e) JKM199 (MSE ¼ 135).
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Fig. 14 Color checker (30,593 colors) and its various quantized versions (256 colors). (a) Color
checker. (b) LKM (MSE ¼ 14). (c) JKM14 (MSE ¼ 14). (d) JKM18 (MSE ¼ 11). (e) JKM199
(MSE ¼ 10).

Fig. 13 Error images corresponding to Fig. 12. (a) LKM. (b) JKM16. (d) JKM18. (d) JKM199.
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Code and Data Availability
The source code of the k -means–based color quantizers described in this paper will be made
available at https://github.com/HarrisonBounds. In addition, the 2400 output images (six CQ
algorithms ×100 input images × jf4; 16; 64; 256gj colors) and Microsoft Excel worksheets contain-
ing the MSE and MS-SSIM for each input/output image combination will be released as part of the
next version of CQ100 (https://data.mendeley.com/datasets/vw5ys9hfxw/3).
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